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Session Resources:

• Session will be recorded.

• Slide deck will be shared.

• Links to resources 

throughout presentation.

• Book a consultation with 

your instructional designer!
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https://www.tntech.edu/citl/consultations.php
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Agenda
• Prompt Engineering

• Elements of Good Prompt

• 5 Prompting Hacks
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Disclaimer
● Due to time restrictions today, we will highlight 5 

advanced prompting hacks.  There are many more 

out there! 

● If you have specific questions, please feel free to 

book a consultation with your identified 

instructional designer. 

https://www.tntech.edu/citl/consultations.php
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"It’s vital to remember that AI serves as a powerful tool to be 
leveraged rather than a plug-and-play solution. In the context of 

prompts, the old saying, 'garbage in, garbage out,' holds true. To 
generate desired outputs, focus on crafting well-structured 

prompts. Embrace experimentation and keep iterating to improve 
the results."

― Darrell Lerner
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What is 
prompt 

engineering?

It is the practice of developing 

and optimizing prompts to 

efficiently use language 

models (LMs) for a variety of 

applications. 
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Instructions Context Example Input Data Output

Elements of a Good Prompt
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What tasks 
are you 

using AI for?
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01
Zero Shot Prompting 

No examples
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Zero Shot Prompting

● Technique where AI is asked to perform a task without examples

● Allows the model to generalize and apply it's knowledge to the task. 

● This style of prompting gets the conversation going between you and AI. 

● Requires iterating and fine-tuning to get the desired output. 



Zero Shot Prompting

Benefits

• Efficiency- It eliminates the need for 

time-consuming task-specific 

examples. 

• Versatility- Models can generate 

responses for wide range of tasks 

without needing specific input. 

Limitations

• Complex Tasks- tasks that demand 

deep contextual understanding 

might pose challenges for zero shot 

prompting.  

• Incomplete instructions- clear 

instructions are crucial for zero shot 

prompting. If the prompt is too 

vague, it may struggle to infer and 

generate output. 
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Example
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02
One or Few Shot Prompting

"Show, Don't Tell"
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One or Few Shot Prompting

● You give examples of the desired output 

● Only ask for AI to do a task which is closely related to your example

● Helps the model understand what the desired output needs to be

● Cuts down on the iterating process, but you still have to verify the 

information is correct and be the human in the loop. 



One or Few Shot Prompting

Benefits

• Simplicity- Constructing a prompt 

with examples is much more 

accessible than fine-tuning models. 

• Speed- Generating results via a 

prompt is nearly instantaneous, 

whereas fine-tuning a model can take 

significant time. 

Limitations
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• Unpredictable Outputs- this style 

prompting has more leeway to go in 

unexpected directions compared to a 

fine-tune technique.  

• Biased or Inconsistent Results- few 

shot prompting allows for more bias 

or inconsistent results along with 

hallucinations. 
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Example
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03
Chain of Thought

"Let's think step by step.."
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Chain of Thought (CoT)

● Allows model to break down a complex problem into more manageable 

parts. 

● Looks at the different parts before it answers the prompt. 

● Ideal for complex problem solving examples such as math calculations 

● Use the words, "Let's think step by step" within your prompt
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Identify 

the Problem

Break it

Down

Create 

Prompts
Execute Analyze & 

Refine

Chain of Thought

● Clearly 

define the 

multi-step 

problem you 

want the 

LLM to 

solve. 

● Decompose 

the problem 

into smaller 

tasks or 

questions 

that leads to 

the solution. 

● For a smaller 

task, create 

a prompt 

that guides 

the language 

model. 

● Feed these 

prompts to 

the LLM in a 

sequence, 

collecting 

outputs at 

each step. 

● Evaluate the 

outputs and 

refine the 

prompts if 

necessary.



Chain of Thought Prompting

Benefits

• Accuracy- by breaking down a 

problem into smaller tasks, the 

model can focus on each step, 

leading to more accurate results. 

• Complex Tasks- whether it's solving 

math problems or making sense of 

intricate scenarios, CoT allows the 

models to handle them efficiently. 

Limitations

• Model size requirement- research 

has shown that CoT prompting only 

occurs with models in sizes of 100 

billion parameter range. 

• Reliability- sometimes CoT doesn't 

accurately represent how the model 

arrived at the answer.  Particularly 

with math problems. 
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Example
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04
Skeleton of Thought

"Outline, then expand"
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Skelton of Thought (SoT)

● Provides a framework of thoughts for the model to expand upon

● Ensures structure and coherent responses 

● Ideal for reports or essays or summaries of these tasks.  



Skeleton of Thought Prompting

Benefits

• Response Generation- enhances 

output by first creating a basic 

structure like a skeleton and then 

expanding on those thoughts. 

• Time- seeing the "skeleton" 

beforehand will save you time in the 

refining process will allow you to see 

if the model is on the right track to 

produce the desired result you want. 

Limitations

• Mathematical Reasoning- currently 

SoT is not ideally used with reasoning 

tasks such as mathematical 

equations. 

• Not Widespread- unlike other 

techniques of prompting, SoT is 

not sufficient for basic prompting of 

answering questions, wanting an 

explanation, etc. 

26



SLIDESMANIA.COM

Example



SoT prompt example
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https://chatgpt.com/share/66e9993b-c364-800b-ac89-1611b6f58497
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05
Tree of Thought

"Creating branches of responses"
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Tree of Thought (ToT)

● Develops a branching structure of ideas or thoughts for the model to 

explore 

● Enhances creativity

● Ideal for brainstorming and ideation sessions

● Multiple possibilities and pathways



Tree of Thought Prompting

Benefits

• Multiple Paths- this model enables 
AI to explore and evaluate multiple 
reasoning paths ensuring solution 
accuracy. 

• Mimics Human Thinking- this style 
prompting using a tree structure, and 
branches allows for multiple 
solutions and human like thinking 
when making decisions or designing 
solutions.

Limitations

• Inefficiency for simpler tasks-

simple tasks that don't require 

reasoning will not work with ToT. 

• Prompts- One challenge is crafting 

the prompts.  It requires a clear 

understanding of the topic and 

strategic thinking to ensure the 

prompts guide the model's learning. 
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Example



ToT prompt example

CITL Summer Intensive 2023 33

https://chatgpt.com/share/66e99a92-24c4-800b-93e8-2d504b350861
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Technique Description Strength Weakness Best Use Cases

Zero-Shot The model is given no prior 
examples or context. It relies on 
its pre-trained knowledge to 
generate answers based on a 
prompt.

• Efficient, no need for 
examples 

• Quick response

• Accuracy may vary 
• Can produce incomplete 

or irrelevant answers

Simple tasks or general 
knowledge queries where the 
context is well understood by 
the model

Few-Shot The model is given a few 
examples of the task it needs to 
perform, providing it with context 
before answering a similar 
prompt.

• Increases accuracy 
compared to zero-
shot 

• Can generalize from 
examples

• Might require multiple 
examples

• Dependent on example 
quality

Tasks where a few patterns or 
formats can significantly 
guide the model

Chain of Thought The model is prompted to 
explicitly show its reasoning 
process step by step.

• Leads to more 
interpretable 
responses 

• Helps with complex 
reasoning problems

• Can be verbose
• May slow down the 

process

Complex decision making or 
reasoning tasks where the 
process is as important as the 
outcome

Skeleton of 
Thought

The model outlines key 
components of the solution or 
reasoning first, then fills in the 
details later. 

• Structured approach 
to problem solving

• Helps with 
organizing complex 
answers

• Can sometimes overlook 
details

• Might require post 
processing

Tasks requiring hierarchical or 
structured thinking (essays, 
coding tasks)

Tree of Thought The model explores multiple 
potential solutions or reasoning 
paths, branching out like a tree, 
before selecting the optimal 
solution.

• Encourages 
exploration of 
alternatives

• Allows for better 
optimization of 
answers

• Can be computationally 
expensive

• Can become complex 
with multiple branches

Problems with multiple 
possible solutions or creative 
problem-solving tasks (game 
design, math problems)-

Comparison Chart 
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AI is a new eager assistant capable of 
finding information, creating visualizations, 

writing drafts, offering feedback, and 
analyzing data.  It will alter your workflow 

and allow you to do other things.

Bowen & Watson
Teaching with AI
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THANK YOU!
Feedback Survey

Resources:
● Bloom's Taxonomy and AI

● Resource 2

● Resource 3

Next Week:
iLearn Tools
Register

https://forms.office.com/pages/responsepage.aspx?id=-Mr-ZsA9LE24uO_w3epG8NWXICpkh0lDhRxaByjfZgJUNTZBNUU4RlRMSDZTVk1CVDlNMEFKRjZXNy4u&route=shorturl
https://ecampus.oregonstate.edu/faculty/artificial-intelligence-tools/blooms-taxonomy-revisited.pdf
https://www.tntech.edu/citl/programs/index.php
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